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Osteosarcoma has become increasingly prevalent globally
in recent years, significantly impacting the mortality rates of
those affected. Histopathological imaging plays a crucial role
in the diagnostic process. The proposed research evaluates
the effectiveness of these techniques in accurately detecting
necrotic, non-viable, and viable tumors within histopathologi-
cal tissue. The dataset underwent pretreatment using Gaussian
filtering to enhance image quality, followed by formulariza-
tion techniques to improve model generalization and reduce
overfitting. Transfer learning models such as EfficientNetB6,
DenseNet201, and MobileNetV2 were employed and trained
on histopathological images to improve diagnostic accuracy.
Pre-trained models derived from the ImageNet architecture
were specifically applied for cancer detection. Additionally, a
formularization technique was incorporated into the IGDOOD
(Iterative gradient descent Of Osteosarcoma Detection) frame-
work to mitigate overfitting and enhance model performance.
Iterative gradient descent was the main optimization algorithm
used for training the deep learning model, with the formulari-
zation techniques implemented to fine-tune the learning rate
improve accuracy, and automatically capture tumor regions to
extract the nuclear characteristics of tumor cells. These fea-
tures to develop a histological image classifier for osteosarco-
ma, using IGDOOD to predict recurrence and survival rates
post-treatment. Performance metrics be approximated to assess
the efficiency of osteosarcoma detection with reported accuracy
on test data being 95.02 % for EfficientNetB6, 99.10 % for
DenseNet201, and 99.40 % for MobileNetV2.
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B mocnennue roxel ocTeocapkoma crana Bcé Ooiee pac-
IIPOCTPAaHEHHBIM 3a00JIEBAaHHEM BO BCEM MHpE, CyIIECTBEH-
HO BIMSIS Ha IMOKa3aTeld CMEPTHOCTH CpPeAM MalueHToB. B
mpoliecce JAMArHOCTUKU KIIIOYEBYIO POJIb UTPAET IaTOTHUCTO-
JoruyecKas BH3yalu3alus. B IpemyaraeMoM HcclIenoBaHHU
oneHnBaeTcs 3PQPEKTUBHOCTh METOJOB IITyOOKOTO O0ydeHus
B TOYHOM BBISIBICHHH HEKPOTHUYECKUX, HEKHM3HECIOCOOHBIX
1 JKU3HECIIOCOOHBIX OIyXOJeH B MaTOTHCTOJIOTMYECKHX TKa-
Hix. HaOop nmaHHBIX OBIT mpeaBapuTensHO 00paboTaH ¢
HCTIONIb30BaHUEeM MeTozna ¢uibTpa [aycca amst ymydIieHHs
KauecTBa M300pa)KEHUH, II0CIIe Yero JUisl IOBBIMIEHUs 0000-
Mmaomel CMoCOOHOCTH MOJENH M MHUHHMH3AIUH HE0O0Xo-
JIUMOCTH B HepeoOydeHHH ObUIM NMPHUMEHEHBI MeTOxbl (op-
Maynm3anud. J{7Is TOBBIMIEHUS] JUAarHOCTHYECKOH TOYHOCTH
HCIOJB30BAINCE MOJeNu TpaHchepHOro oOydeHHs, TaKue
kak EfficientNetB6, DenseNet201 u MobileNetV2, o0y4eH-
HBIE Ha ITaTOTUCTOJIOTHYECKUX M300paxkeHUsX. /s BBIABIIC-
HUSl paka TMPUMEHSINCH HpPEeABApUTENbHO OO0ydeHHBIE MOje-
JIU, NIOJlyuyeHHbIE Ha OCHOBE apXuTekTyphl ImageNet. Kpome
TOTr0, MeTox (hopManu3anuy ObIT HHTETPUPOBAH B CTPYKTYPY
IGDOOD (meTox MTepaTHBHOTO TPaJAMEHTHOTO CIyCKa s
00HApYKEHUs] OCTEOCAPKOMBI) Ul CHHMIXKEHHUS] HeOOXOIUMO-
CTH B IepeoOyYeHHH M yIydmieHus paboTel mopenu. Hre-
paTUBHBIN TPaAMEHTHBIA CIYCK — 3TO OCHOBHOM aJITOPUTM,
KOTOPBIH TPUMEHSUICS Ul ONTHMH3AlM{, BO BpeMs HOATO-
TOBKH MOJISNIN TIIyOOKOTO OOydYeHHS; METOAbI (hopMaH3annuu
HCTIONIb30BATUCH ISl TOHKOM HACTPOMKH CKOPOCTH O0ydeHHs,
MOBBIICHNS] TOYHOCTH U aBTOMATHYECKOTO OMNpeAeIeHus: 00-
JmacTedl OMyXONH JUIsS W3BJICUEHUS SICPHBIX XapaKTePHCTHK
OTIyXONEBHIX KIETOK. Ha OCHOBE 3THX XapaKTEpPHCTHK OBLT
cO3JaH KJIacCU(PHUKATOP THCTOJIOTHYECKUX H300paKeHUH ISt
ocTeocapkoMsl, ucnoassyromuil IGDOOD s nporuosupo-
BaHH MOKa3aTeNeil pennanBa U BEDKHBAEMOCTH TIOCIIE Jieue-
HUsL. D(PEeKTUBHOCTh OOHAPYKEHHSI OCTEOCAPKOMBI OIICHU-
BaJIach C MOMOIIBIO METPHK IPOU3BOJUTEIBHOCTH, COIIACHO
KOTOPBIM TOYHOCTh HAa TECTOBBIX JAHHBIX COCTABMIA: IS
EfficientNetB6 — 95,02 %, s DenseNet201 — 99,10 %
u 1 MobileNetV2 — 99,40 %.

KnroueBble c0Ba: ocTeocapkoMa; CBEpTOUYHAsi HEHPOHHAsS
cerb; ¢GuubsTp [aycca; marorucroioruyeckas BH3yalH3allyus;
IGDOOD; MobileNetV2; EfficientNetB6; DenseNet201
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Introduction

The American Cancer Society projects that in
2024, it is projected that there will be approxi-
mately 2,001,140 new cancer cases and 611,720
deaths referable to cancer in the United States.
Among these, osteosarcoma — a rare malignant
bone tumor — poses significant challenges due to
its impact on mortality rates [1]. Despite advance-
ments in a from 2000 to 2022 indicate a persistent
need to improve the five-year survival rate for
osteosarcoma patients. These statistics underscore
the critical need for advancements in diagnostic
methodologies, particularly for rare cancers like
osteosarcoma [2]. Osteosarcoma is classified as
a rare cancer, with the International Agency for
Research on Cancer (IARC) reporting around 430
global cases annually, and an incidence rate of
0.5 per million. The five-year survival rate re-
mains between 50 and 60 %, with IARC project-
ing around 340 new cases and 220 deaths from
osteosarcoma in 2024. Notably, 10 % of these
cases occur in individuals aged 60 and above, and
osteosarcoma accounts for approximately 2 % of
cancer diagnoses in children. Early detection re-
mains crucial, as the mortality rate is significant-
ly elevated when the disease is not caught early
[4]. A machine learning framework was devel-
oped, incorporating image processing and support
vector machines (SVM) to detect infections and
classify cancer types. The researchers determined
that SVM performed optimally for bone progno-
sis. This paper conducted two experiments, one
utilizing hog feature sets and the other without,
applying an Unpredictable forest and Classifica-
tion algorithm. The operation of these models was
evaluated using 5-fold cross-validation [5], a ma-
chine learning methodology aimed at identifying
tumor-influenced regions within histopathological
images of bone. The authors utilized morpholog-
ical classification alongside recurrent convoluted
neural networks (RCNN) for image analysis. This
investigation advances the creation of Al-driven
diagnostic tools for bone tumors, which may en-
hance diagnostic precision and patient results [6].
To improve the precision of image classification
through (CNNs), a class of algorithms. This study
plays a significant role in advancing Al-supported
diagnostic tools in medical imaging [7]. Osteosar-
coma is a type of bone cancer that predominantly
affects adolescents and young adults, accounting
for approximately 60 % of all malignant bone

tumors diagnosed in individuals before reaching
young adulthood. This particular cancer exhibits
a peak incidence during puberty, a critical period
of growth and development, which may contribute
to its prevalence in this age group [8]. Sarcoma
becomes a type of tumour that develops in the
bones. The ordinary location is in the arms and
legs, particularly around the knee or hips., Os-
teosarcoma occurs most often in people around
30. Early detection and treatment are crucial to
improve the five-year survival rate, around 70 %.
Chemotherapy, surgical resection, and radiation
therapy are the primary treatment options. [9].
Extracting quantitative features from tumor nu-
clei using histopathological images stained with
hematoxylin and eosin (H&E)/Features are then
used to train a classifier that can accurately pre-
dict outcomes, potentially aiding in personalized
treatment planning and improving patient prog-
nosis [11]. Integrating the remora optimization
algorithm improves the model’s performance by
optimizing parameters and enhancing classifica-
tion. The proposed model demonstrates high ac-
curacy in detecting and classifying osteosarcoma,
making it a promising tool for early diagnosis
and treatment planning [12]. The prognosis of
osteosarcoma is based on several factors most
notably the stages of the cancer at diagnosisand
the presence or absence of metastases. Relapses
are likely to occur within a first few years after
intial treatment. The importance of this research
is highlighted by its capacity to provide an au-
tomated and accurate diagnostic solution a tool
for osteosarcoma, which can significantly reduce
the diagnostic burden on pathologists and improve
patient outcomes. Despite the promising results,
several challenges remain, including the variabil-
ity in image quality, the computational resources
required for model training, and the ethical and
logistical considerations of integrating these ad-
vanced techniques into clinical practice.

This research developed a fully automated pro-
cess for extracting quantitative features from his-
topathology images and evaluated their diagnostic
significance in osteosarcoma. We created classifiers
to predict outcomes and identified unique image
features linked to recurrence, validating these in
an independent cohort. The osteosarcoma histo-
logical image classifier(S) helps identify patients
who may benefit from standard treatment, offering
crucial prognostic information for those diagnosed
with osteosarcoma.
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The main objectives of this research are:

1. This study aims to demonstrate that deep
learning-based tools can accurately identify osteo-
sarcoma using a publicly available set of data. The
aim towards effectively identify between the aver-
age characteristics of Nonviable tumor, necrosis,
tumors, and viable cancer tissues.

2. Find the Osteosarcoma with a high level of
accuracy detection using deep learning models such
as MobileNetV2, DenseNet201, and EfficientNetB6.
The dataset is collected from the open source of
trained images, afterward, fine-tune the model along
with its features and classify the necrosis, viable
tumor, and non-viable tumor and attain high accu-
racy. Furthermore, the research intends to identify
an appropriate predictive modeling algorithm that
guarantees exact identification and explore potential
characteristics to enhance performance.

To accomplish these main objectives, cytologi-
cal medicinal picture analysis was performed using
transfer learning techniques on a specified dataset.
Three modified meta learning models — Mobile-
NetV2, DenseNet201, and EfficientNetB6 — were
utilized for data analysis. The innovative aspect of
this approach is its application across various cate-
gories within the dataset while employing the entire
tile image as input.

The subsequent sections of this paper are struc-
tured as follows: Section 2 provides a brief over-
view summary of research related to the classifica-
tion of osteosarcoma images. Section 3 describes the
methodologies used in this study. Section 4 elabo-
rates on the implementation approach. Section 5
showcases the results achieved. Finally, Section 6
covers the paper with a conclusion and future work.

Literature Review

A Model utilizing a Siamese Network (DS-Net)
has been developed. to address various challenges
in medical image classification. This classification
network utilizes features extracted by the Advanced
Siamese Network (ASN), leading to more precise
classification outcomes. Many existing deep learn-
ing methods focus on simpler models to mitigate the
risk of overfitting, particularly when working with
small datasets. Unfortunately, this approach often
results in poor feature extraction and reduced accu-
racy [16]. In addition, Paper [17] discusses insights
from a study conducted by Chen et al., highlighting
the importance of utilizing models of femoral bone
tumors. This aligns with the ongoing advancements
in computational techniques in pathology, emphasiz-
ing how these tools can enhance diagnostic accura-
cy and improve patient outcomes. By integrating
sophisticated models, healthcare professionals can
better differentiate between tumor types, leading to
more effective treatment plans tailored to individual
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patient needs. Paper [19] introduces a fully auto-
mated segmentation method for spinal MRI imag-
es utilizing a convolutional-deconvolutional neural
network and a patch-based deep learning approach.
This method aims to enhance segmentation efficien-
cy and accuracy, fulfilling clinical requirements for
precise diagnosis and treatment planning. The im-
proved delineation of spinal structures is expected
to assist healthcare professionals in making more
informed clinical decisions.

Various researchers demonstrate the technology
of expert system for identification of tumour, par-
ticularly focusing on osteosarcoma, a type of bone
cancer. They use medical images from X-rays and
CT scans to identify osteosarcoma. The traditional
and time-consuming biopsy method is suggested
to be automated. They apply several supervised
learning methods such as VisualGeometryGroups16
(VGG16), VisualGeometryGroupsl9 (VGG1Y9),
Dense ConvolutionalNetwork201 (DenseNet201),
and Residual Neural Network101 (ResNet101) aug-
mented with ANN layers through transfer learning.
The results are promising, with the ResNet101 al-
gorithm achieving the highest accuracy at 90.36
and 89.51 % precision in prediction tasks [20].
Paper [22] described The identification of differ-
ent types of brain tumors has been conducted. In
the two experiments, the proposed network archi-
tecture yielded impressive outcomes, achieving an
overall accuracy of 96.13 percent and 98.7 percent,
respectively. The results demonstrated that the pro-
posed methodology effectively detects various types
of brain tumors. The transfer learning techniques,
specifically VGG16, EfficientNetBS, ResNet50,
and DenseNetl169, to identify and classify osteo-
sarcoma from histopathology images. The study
utilizes pre-trained convolutional neural networks
on a public dataset to categorize the appearance
into viable, non-tumor, and tumor classes. Lever-
aging weights from the ImageNet model in the
convolutional models, with transfer learning and
a fully connected layer, the research successfully
handles a three-class label system [23]. Presents
a system that combines features extracted through
traditional handcrafted methods and advanced deep
learning architectures, particularly EfficientNet-BO
and Xception. Enhance performance, Two binary
variants of the Arithmetic Optimization Algorithm
(AOA), referred to as BAOA-S and BAOA-V, have
been developed for the purpose of feature selection
in tumor (NVT) and non-tumor (NT) categories.
24]. Remarkably, the implementation of BAOA-S
for feature selection achieved an overall accuracy
of 99.54 % while reducing the number of features
from 2118 to 188.The paper [25] described that
the model further incorporates Inception v3, a
pre-trained deep learning architecture, for feature
extraction. Increasing the Inception v3 model, the
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Owl Search Algorithm is employed for adjustment
parameter optimization. Additionally, Long Short-
Term Memory (LSTM) networks are utilized to de-
tect bone cancer. This multi-faceted approach aims
to improve accuracy and effectiveness in cancer de-
tection. The application of sophisticated computa-
tional methods in pathology has revolutionized how
healthcare professionals examine and interpret in-
tricate tissue specimens. Deep learning algorithms,
especially convolutional neural networks (CNNs),
have demonstrated significant potential in identi-
fying osteosarcoma from histopathological images.
This study illustrates that machine learning has
the potential to enhance diagnostic accuracy and
lower healthcare costs related to advanced imaging
technologies. Paper [27] proposed this study intro-
duces an osteosarcoma MRI image segmentation
method known as OSTransnet, which is founded on
Transformer and U-net architectures. The proposed
technique specifically targets the challenges asso-
ciated with unclear tumor edge segmentation and
the overfitting caused by data noise. Initially, we
enhance the dataset by modifying the spatial distri-
bution of noise and implementing a data-increment
image rotation process. Paper [15] proposes that
the presence of osteosarcoma can be accomplished
through transfer learning using pre-trained models.
Additionally, Paper [13] underscores the genetic and
biomolecular resemblances between canines and
humans, particularly concerning changes in gene
expression and specific microRNAs. This finding
highlights the potential for cross-species insights to
enhance the understanding of osteosarcoma, thereby
contributing to more effective treatment and diag-
nostic strategies in veterinary and human medicine.

Suggested Technique

The suggested technique consists of many
ways data pretreatment. Extract characteristics and
Consignment. The concept involves utilizing the
weights obtained from an earlier model to address

new challenges, a process known as “transfer learn-
ing. To get a definite and enhance its efficiency by
diminishing the aggregating capacity, using deep
learning models, DenseNet201, Efficient NetB6,
and MobileNetV2 have been used in this work to
classify osteosarcoma with three grades (Non-vi-
able tumor, viable tumor, and Necrosis). Osteo-
sarcoma is a type of primary malignant bone tu-
mor that comes in several histological variants. The
conventional type is the most prevalent, making up
about 75 % of all cases. It includes subtypes like
osteoblastic, chondroblastic, and fibroblastic.

The database is pre-processed using Python
tools, followed by feature extraction through con-
volutional neural network (CNN) methods. Various
CNN approaches have been employed to compare
and classify the images. Fine — tune the learning
rate by employing the formularization strategies
the model’s efficiency in detecting osteosarcoma.
The improvement and judgement of the miniature
are conducted after these steps. Fig. 1 illustrates the
flow diagram of the proposed approach.

Dataset

A comprehensive overview of the image set and
the methodology employed is provided in the subse-
quent subsections. The research utilized the publicly
available Osteosarcoma dataset from UT Southwest-
emn/UT Dallas, which focuses on evaluating viable
and necrotic tumors. This dataset includes histolog-
ical images of osteosarcoma samples with hematox-
ylin and eosin (H&E). The excised bone tissue was
processed by cutting it into fragments, demineraliz-
ing, staining with H&E, and preparing it as slides.
The image set is divided into three parts: 80 % for
the training set, 20 % for the validation set, and
20 % for the testing set. The dataset comprises of
1100 histopathology images consisting of the fol-
lowing distributions (50 %non-tumor, 20 % necrotic
tumor images, and 30 % viable tumor tiles). The
dark red area stained with immature woven bone or
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Fig 2. Histopathological images of viable, and non-viable tumor

osteoid, which is a characteristic feature of osteosar-
coma. The adjacent cellular area is populated with
spindle-shaped cells and nuclei that appear active.
There is no discernible cartilaginous matrix present
(which would suggest chondroblastic osteosarcoma).
No significant large hemorrhagic or cystic spaces
are evident (which are typically observed in the tel-
angiectatic type). There is an absence of a dense
fibrous matrix that would dominate the field (as seen
in the fibroblastic type). Osteoblastic Osteosarcoma:
This subtype is the most prevalent, and based on
the observation of Prominent osteoid (immature bone
matrix) and Active bone-producing tumor cells, it
aligns visually with osteoblastic osteosarcoma.

Based on the visual characteristics of the his-
topathological images — particularly the presence
of dense eosinophilic osteoid regions and osteo-
blast-like cells — the samples are consistent with
features of the osteoblastic subtype of osteosarco-
ma. However, as the dataset does not provide sub-
type-level labels, this categorization is used only
for observational reference and not as a confirmed
histopathological diagnosis.

Pretreatment

The pre-treated images are applied to the pro-
posed methodology to achieve effectiveness. The
proposition composed definite and adequate impact
correlated to the barrier methods. Image processing
methods including color, texture, and structure are
selected aspects. The image size is 1024 x1024 pix-
els. An illustraton of the assize to 128 x 128 pixels.
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Aspects including color, texture, and structure
by pretreatment. The illustration of the extent with-
in the dataset are 1024 x 1024 pixels. Each image
is subsequently resized to 128 x 128 pixels. The
pretreatment includes the image enhancement steps,
e.g. data augmentation and normalization. The pro-
cedure applicable to the data augmentation meth-
od previously discussed concerning the data set is
elaborate. Histopathology images are rotated, such
a transformation was used of the two in the training
and testing phases.

Gaussian Filtering

A Gaussian filter is linear commonly employed
in computer vision to enhance image smoothness.
Reduce the noise level from the image dataset It’s
called a Gaussian filter because it uses a Gaussian
function (bell- shaped curve) to weigh the pixels, get-
ting more significant to the central pixels and less to
those further away. The Gaussian Filter (GF) method
is a critical step in image pretreatment, specifically
designed to eliminate unwanted noise from images.
The Gaussian Filter is a well-established and widely
utilized technique in image processing, recognized

for its effectiveness in enhancing image quality.
GF involves convolving an image with a Gaussian
function. This convolution enables some degree of
noise to be deleted, while still showing the char-
acteristics of the region that has been selected re-
garding the image. It is commonly employed for
noise reduction, it helps to create clear pictures by
smoothing out fluctuations.
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Formularization

Formularization is crucial in machine learning to
prevent overfitting by penalizing model coefficients
in deep learning,

The focus is on weight matrices, with L1 (Las-
so) and L2 (Ridge) formularization techniques be-
ing commonly used.

The cost function is adjusted by adding a
formularization term to mitigate overfitting, and
techniques such as L2 formularization (weight de-
cay) and dropout are utilized. The initial weights
are represented as follows:

[ =il, i2, i3, ........ in (I- Weight) (1)

And,
g=gl, g2, 23, cereee. gn (g — given Bias) 2)

The output is represented in approximate manner
is A
A =il x1 +i2 x2 +....+in xn, + g 3)
L1 formularization (Lasso)

L1 loss = Loss + factor * ) 4)
L2 formularization (Ridge):

L2 Loss = (I/n) * ¥ (y_true — y pred) "~ 2

In these formulas, A is the formularization pa-
rameter, and i indicates the weights formularization
improves a model’s generalization to unseen data
by applying uniform penalties, resulting in smaller
coefficient values. Tuning A balances the original
loss and formularization, optimizing performance.
It enhances the cost function by combining Cate-
gorical Cross-Entropy with a formularization term.

A defining characteristic of L1 formularization
is its imposition of penalties based on the absolute
values of the weights, which allows for the possibil-
ity of some weights being exactly zero. This feature
makes L1 formularization particularly advantageous
by reducing their associated weights to zero.

When applying this formularization technique in
deep learning models, one must choose between
L1 (Lasso) and L2 (Ridge) formularization. L1 is
Valuable for feature selection due to its ability to
potentially set some coefficients to zero, whereas
L2 tends to retain all features while shrinking their
values. To incorporate the formularization term into
the model’s cost function, for L1 formularization,
include the total of the complete values augmented
through a formularization values.

For L2 formularization, include the total quared
values augumented through lambda. Techniques
such as cross-validation can be employed to deter-
mine the optimal lambda. Utilize your training data
to fit the model with the adjusted cost function,
ensuring that formularization is applied to mitigate
overfitting by penalizing complex models.

After training, evaluate the model using vali-
dation data to determine if formularization has

enhanced its generalization capabilities to new or
unseen data. Adjusting lambda or modifying the
model architecture may further improve perfor-
mance. Incorporating formularization techniques
into your research on osteosarcoma detection is
crucial for developing model robustness. After
implementing these modifications, compile your
models and start the training process. Monitor your
validation metrics to ensure that formularization is
effectively reducing overfitting. Adjust the lambda
value for L2 formularization and the dropout rate
is based on your specific dataset and task perfor-
mance. Experiment with various dropout rates and
L2 penalties to identify the optimal configuration.

A hyperparameter governs the equilibrium be-
tween the original loss and the formularization
term, commonly represented as lambda (A), which
dictates the intensity of the formularization effect.
By fine-tuning these values, practitioners can iden-
tify the optimal degree of formularization that im-
proves the model’s performance on unseen data.

Finally, formularization is a basic approach in
machine learning and deep learning that enhances
the cost function by incorporating both the loss
from Categorical Cross-Entropy and a formulari-
zation term, for a detailed analysis of the compo-
nents involved in the formulation. This one yields
a penalty with the smallest cost function. By L2
formularization it shrinks when it does not reduce
the weights to zero while diminishing. On the oth-
er hand, L1 formularization functions in different
ways. A defining feature of L1 formularization is
that it imposes penalties based on the absolute
values of the weights, allowing for the possibil-
ity that some weights may be exactly zero. This
characteristic makes L1 formularization particularly
effective for feature selection, as it can successfully
eliminate less significant features by reducing their
corresponding weights to zero.

Aggregation

After the formularization process optimizing
the given procedure is an important element in
the machine learning model, as it significantly af-
fects the model’s capacity to learn from data and
enhance its performance. There are many Notable
optimization algorithms including Iterative Gradi-
ent Descent, Iterative Gradient Descent (IGD) is
frequently utilized in the training of Convolutional
Neural Network (CNN) models.

One of the advantages of IGD is its capacity
for more frequent updates to the model parame-
ters. This feature is particularly advantageous when
dealing with large datasets, to get faster conver-
gence while using large datasets toward an optimal
solution. To increase the model’s exploration and
degree of randomness and speed up the training
process.
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Frequent steps are taken to minimize the loss
function. IGD increases the chances of identifying
a more optimal global minimum, ultimately leading
to enhanced model performance.

Loss function

The loss function is essential for training deep
learning models, particularly convolutional neural
networks (CNNs). The measure assesses the dis-
parity between the model’s predictions and the ac-
tual target labels, providing a systematic way to
evaluate model performance. During training, the
model’s predictions are compared to true labels,
and the loss function calculates a numerical error
value. This error is crucial for the backpropagation
algorithm, which adjusts the model’s parameters.

Backpropagation uses the gradient of the loss
function to the model’s weights to guide weight
updates aimed at reducing loss. Higher loss values
indicate greater discrepancies, offering feedback for
optimizing future training iterations. A well-defined
loss function is vital for optimal model perfor-
mance; without it, the model lacks a clear optimi-
zation goal, hindering learning. The loss function
balances the data during backpropagation. It is
essential for improving model performance, which
is critical for achieving accurate predictions. The
choice of loss function significantly impacts train-
ing, including convergence speed and overall per-
formance, with different functions suited for tasks
selecting an appropriate loss function is to align
the fitting model.

Implementation Details

Architecture

The Convolutional Neural Network (CNN) is
a specialized type of deep learning architecture
(DenseNet201, EfficientNetB6, MobileNetv2) that
is particularly effective for tasks involving image
classification and prediction.

A 128 x 128 image size with 3 channels is pretty
standard and your choice of layers and activations
seems solid. The design of a CNN is characterized
by a series of layered components, each serving a
distinct purpose in the processing of visual data.
This layered approach allows the network to au-
tomatically learn and extract hierarchical features
from images, for achieving high accuracy in clas-
sification tasks. Before the images are fed into the
fully connected layers of the network, both the
training and testing datasets undergo a series of pre-
treatment steps. These steps include the application
of kernel filters, which are small matrices that slide
to find various features such as edges, structure,
textures, and patterns. This process is known as
convolution, and it helps the network to learn and
identify the features. Additionally, max-pooling lay-

VOPROSY ONKOLOGII = PROBLEMS IN ONCOLOGY. 2026.

ers are employed to down-sample the feature maps
generated by the convolutional layers. Max-pooling
reduces the dimensionality of the data while retain-
ing the most important information, which helps to
minimize computational load and reduce the risk
of overfitting.

In the hidden layers of the CNN, the Rectified
Linear Unit (ReLU) activation function is used
ReLU introduces non- linearity into the model, al-
lowing it to learn complex patterns in the data.
This is done by outputting the input directly if it is
positive; otherwise, it outputs zero helps to accel-
erate the training process, and improves the overall
performance of the network.

The use of ReLLU across all three hidden layers
ensures that the model can effectively capture and
represent intricate relationships within the data. For
the final output layer, the SoftMax activation func-
tion is applied. SoftMax transforms the raw output
scores of the network into probabilities that sum to
one, making it particularly suitable for multi-class
classification problems. This function allows the
model to predict the values and facilitate the iden-
tification of the most probable class. Fig 3 shows
the validation and training loss and accuracy of the
deep learning models with epoch values.

Performance Metrics

To evaluate the CNN models, a range of mea-
sures are employed, containing Recall, Precision,
Fl-score, and accuracy. For its evaluation, deep
learning models apply these metrics. After applying
these to detect the accuracy, whether it’s correct or
not. Recall assessment evaluates the model’s ca-
pacity to recognize all pertinent instances., while
Precision assesses the precision of the model’s pos-
itive predictions through the F1 score, which serves
to balance Precision and Recall, thereby providing
a unified metric. the model’s overall performance.
Accuracy, on the other hand, indicates The ratio of
accurate predictions generated by the model rela-
tive to the overall total. predictions. By analyzing
these metrics, practitioners can gain insights into
the strengths and weaknesses of different models.
Calculate the metrics values

TruePos + TrueNeg

Accur = (6)

Truepos + TrueNeg + FalsePos + FalseNeg

Precis = TruePos Truepos + FalseNeg 7

TruePos
Recal = 8
eca Truepos + FalseNeg ®

2*preci *recall

Fl = Preci* + recall

True Positives (Tp): This metric represents the
count of the cases in which the model finds out in
positive class
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Tablel. Trainable and Nontrainable parameters of the CNN model

Total Parameters Trainable Parameters Non-Trainable
Parameters
DenseNet201 41,552,793 41,328,354 224,439
EfficientNetB6 40,960,140 40.730,700 2,29,400
MobileNetV2 2,588,490 2,554,378 34,112
Table 2. Pre-trained CNN models accuracy Model
Training set Validation set Testing set
DenseNet201 98.90 99.50 99.10
EfficientNetB6 94.50 96.00 95.02
MobileNetV2 98.60 99.65 99.40
DenseNet201
Training and Validation Accuracy Training and Validation Loss
1.00
—e— Training accuracy 0.70 1 —e— Training loss
—— Validation accuracy —— Validation loss
0.95
0.65 -
0,90
>
@ @ 0.60 1
=) | 3
2’ 0.85
0.55 -
0.80
0.50 -
0.75
2 4 6 8 10 2 4 6 8 10
Epochs Epochs
EfficientNetB6
Training and Validation Accuracy Training and Validation Loss
—e— Training accuracy 0.70 1 —e— Training loss
— Validation accuracy — Validation loss
0.95 1
0.65 1
0.90 1 0.60 1
z
5 0.5 | & 0551
g
0.50 4
0.80 4
0.45 4
0.75 |
0.40 4
2 4 6 8 10 2 a 6 8 10
Epochs Epochs
MobileNetV2
Training and Validation Accuracy Training and Validation Loss
1.00 ~
—e— Training accuracy 0.70 7 —e— Training loss
—— Validation accuracy — Validation loss
0.05 4 0.65 1
0.60 1
Z 0.90
% % 0.55
S
0.85 0.50 4
0.80 0.45 4
0.40 4
2 a 6 8 10 2 a 6 8 10
Epochs Epochs

Fig 3. Validation and training loss and accuracy
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Fig 4. Confusion matrix

True Negatives (Tn): This metric reflects the
count of the cases that accurately predict the nega-
tive class False Positives (Fp): This metric indicates
count of the cases in which the method inaccu-
rately find out the positive class False Negatives
(FN): Indicate the count of the cases incorrectly
predicts the gloomy class these four metrics—true
positives, true negatives, false positives, and false
negatives—are essential for assessing the perfor-
mance of a classification model.

Result and Discussion

The estimation measure in favour of all orders
using the three models are the subsequent sections
provide a summary of the findings. Figure 3 illus-
trates the confusion matrix for all classifications
conducted using the networks. Table 1 Trainable
and Non- trainable parameters of CNN model Table
2 displays the pre-trained CNN accuracy models of

VOPROSY ONKOLOGII = PROBLEMS IN ONCOLOGY. 2026.

training, validation, and testing sets of deep learn-
ing models.

The learning of pre-trained models in this study
to analyze and plot the confusion matrix. The ac-
curacy and loss metrics for each epoch during both
training and validation phases, utilizing a balanced
dataset, are illustrated in Figure 3. Models are
trained using a given dataset set of training images,
and the models are then validated with fine-tun-
ing of parameters by applying the formularization
technique. Every layer’s weight in the models is
maintained at the same level as the base model by
following the idea of transfer learning. The per-
formance outcomes of all models trained utilizing
this technique.

Table 1 shows the parameters listed in the three
deep-learning models. With the outcome of obtained
tailores pre-trained models, evaluate the accura-
cy of each model. MobileNetV2 demonstrates the
best performance, in terms of accuracy (99.40 %).
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Secondly represents DenseNet201 (99.10 %). The
least one gets (95.02 %) is EfficientNetB6. A mod-
el gets great performance under the comparative
analysis. The comparisons and analysis have been
undertaken to choose the model with the greatest
performance. The following illustrates the confu-
sion matrix of the deep learning model.

Fig. 4 shows the confusion matrix for necro-
sis, Viable tumor, and Non-Viable Tumor employ-
ing Pre-trained models are evaluated based on the
metrics of precision, recall, and F1 Score for the
proposed model. Each of the models generates a
considerable volume of output. DenseNet201 ac-
quired accuracy results reached as high as 99 %.
EfficientNetB6 achieves an average accuracy of
95.02 %, the lowest mid of all pre-trained models.
In contrast, MobileNetV2 demonstrates an average
accuracy of 99.40 % while maintaining the shortest
execution time. Additionally, average precision and
recall metrics were calculated. F1_score achieved
for the categorization of cancer subtypes.

Conclusion And Future Work

Osteosarcoma outcomes in unusual augmenta-
tion occur in bones increase, in this case, influenc-
es the other components. An approach employs a
feature fusion technique with deep learning mod-
els, specifically EfficientNetB6, MobileNetV2, and
DenseNet201, and predicts osteosarcoma by em-
ploying training and testing images. Results show
MobileNetV2 attained an impressive test accuracy
of 99.40 %, with EfficientNetB6 and DenseNet201
achieving accuracies of 95.02 and 99.10 %,

respectively. It indicates that the accuracy of
convolutional neural network (CNN) models can be
significantly improved through careful hyperparam-
eter optimization. Notably, the application of for-
mularization techniques has enhanced the models’
effectiveness. While pre-trained models exist, they
require fine-tuning to achieve specific performance
goals. MobileNetV2 exhibited a shorter execution
time and demonstrated rapid convergence. In the
future, we plan to explore other deep-learning
models that can deliver similar performance while
being more computationally efficient. This investi-
gation aims to reduce computational requirements
improve system processing speed, and be effective.
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